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**NỘI DUNG KHÓA BỒI DƯỠNG “MẠNG NƠRON NHÂN TẠO”**

**TẠI TRƯỜNG ĐẠI HỌC SƯ PHẠM KỸ THUẬT TP. HỒ CHÍ MINH**

1. **Tổng quan về mạng nơron:** Giới thiệu, con người và máy tính, tổ chức bộ não, nơron sinh học, các mô hình nơron nhân tạo và sinh học, đặc điểm của ANN, mô hình McCulloch-Pitts, quá trình phát triển, và các ứng dụng tiềm năng của ANN.
2. **Sự cần thiết của mạng nơron nhân tạo**: Mô hình nơron nhân tạo, các toán tử của nơron, các loại hàm kích hoạt nơron, cấu trúc ANN, nguyên tắc phân loại của ANN – khả năng kết nối, các phương pháp học (giám sát, không giám sát, tăng cường).
3. **Mạng nơron lan truyền thẳng một lớp:** Giới thiệu, các mô hình perceptron: rời rạc, liên tục, Các giải thuật huấn luyện: mạng perceptron rời rạc và liên tục, các hạn chế của mạng perceptron.
4. **Mạng nơron lan truyền thẳng đa lớp:** Quy luật delta suy rộng, đạo hàm của huấn luyện lan truyền ngược, giải thuật lan truyền ngược, lý thuyết Kolmogorov, các khó khăn trong quá trình học của mạng và cải tiến mạng.
5. **Các bộ nhớ kết hợp**: Các mô hình của bộ nhớ kết hợp, mô hình toán, luật học Hebbian, các khái niệm tổng quan về bộ nhớ kết hợp, kiến trúc bộ nhớ kết hợp song hướng (BAM), các giải thuật huấn luyện BAM: giải thuật lưu trữ và thu hồi, hàm năng lượng BAM. Cấu trúc mạng Hopfield: liên tục, rời rạc, phân tích độ ổn định.
6. **Mạng Nơron RBF:** Các mạng nơron sử dụng RBF như hàm kích hoạt, hàm xấp sỉ sử dụng RBF NN, các quy luật học của RBF NN.
7. **Các ứng dụng của mạng Nơron**: Nhận dạng mẫu, xử lý tín hiệu phi tuyến, nhận dạng quá trình.
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